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ABSTRACT

Goal: The main goal of this research is to analyse the behaviour of a set of ten lot-sizing methods applied to different application scenarios, within the context of more traditional MRP-based manufacturing environments and on JIT/ Kanban oriented ones.

Design/Methodology/Approach: After an extended literature review, a quantitative research method is used to provide a comparative analysis on the performance of the lot-sizing methods under different simulated application scenarios, with variations in demand and peaks of seasonality. Moreover, a final summary provides the error deviations for lot-sizing methods regarding increases in demand variations and seasonality indexes.

Results: The study analyses lot-sizing methods and discusses benefits and risks associated to its use in application scenarios marked by a considerable variation in demand or peaks in seasonality.

Limitations of the investigation: As the application scenarios did not explore variations in the ordering and stock holding costs, further analysis including these kinds of variations is encouraged.

Practical implications: The findings of this research enable the enhancement of the conscience of industrial practitioners, regarding the selection of best suited lot-sizing methods for being applied on each kind of manufacturing scenario, regarding MRP or JIT/ Kanban environments.

Originality/Value: Given the diversity of the existing lot-sizing methods, for instance, the heuristic ones, authors can find it quite difficult to select appropriate methods for solving their problems for each kind of application scenario. Therefore, the present study can provide useful knowledge to better support decision making in the lot-sizing domain.

Keywords: Lot-sizing methods; suitability analysis; MRP-based and JIT/Kanban environments
1. INTRODUCTION

The industry has been increasingly stimulated to become more efficient due to the exponential growth of the market, and its endless competition. These factors compel companies to improve their profitability by optimizing their production and planning systems.

Lot sizing is one of the most common problems in production planning. Due to its complexity and importance it has been highly studied both as an academic and real life problems.

In the literature, there is a wide range of methods, mainly heuristic ones, to approach lot-sizing problems (Li and Thorstenson, 2014; Masmoudi et al., 2017; Behnamian et al., 2017; Gu et al., 2017). Although, as far as is known, there is still a lack of contributions to clarify the suitability of those methods regarding each kind of underlying manufacturing environment, either based on MRP (Miclo et al., 2015, 2018; Wang et al., 2017) or on JIT/Kanban philosophies (Wang et al., 2017, Ani et al., 2018).

Therefore, this paper aims at analyzing the behavior of different lot-sizing methods regarding distinct manufacturing environments and underlying production philosophies and associated application specifications, regarding variations in demand and peaks of seasonality; and for carrying out this research, a practical tool was developed to run the set of considered lot-sizing methods.

The remaining sections of this paper are organized as follows: the next section revises lot sizing in Material Requirements Planning (MRP) and JIT/Kanban (Wang et al., 2017, Ani et al., 2018) Manufacturing and Material Management Policies (M&MMP). After, a section is dedicated to shortly present several lot-sizing methods considered in this research. The next section describes the methodology used in this research. After, the comparative analysis carried out on the selected methods is presented. A more detailed analysis about the suitability of the considered methods regarding MRP and JIT/Kanban manufacturing scenarios is described. Finally, some main conclusions and future work intentions are presented.

2. LITERATURE REVIEW

One of the most broadly used production planning systems is the MRP (Miclo et al., 2015, 2018), which aims to convert the Master Production Schedule (MPS) into a production or purchase plan for all products and their components. The MRP system is based on demand forecasts over a time horizon, inventory levels, the Bill of Materials (BOM) of products, and lead times. Based on this data, the MRP creates a production plan of the products and all its components, by determining the quantities and the schedule for the products to be manufactured and/or bought, to meet the deadlines established by the demand. However, this technique has some limitations since it assumes that there is no capacity constraint, which was later addressed with the introduction of Manufacturing Resource Planning (MRP II) and Enterprise Resource Planning (ERP). In addition, by itself, it does not consider the minimum production costs for each production lot, i.e. the production cost, inventory cost, and setup cost are not considered directly through an MRP system, while planning production or acquiring orders or materials and/or products. These limitations are precisely the focus of lot sizing. Of course, the precise determination of lot or batch sizes in the context of MRP is a particularly hard problem. Lot sizes can be defined as the part quantities in the planned order release sections of a MRP schedule, either manufactured in-house or purchased to fulfill the forecast demand (Chase, 2006). The main objective of the lot-sizing methods is to determine the size of the production or purchase batches, which minimizes the costs (Araújo, 1999; Marques, 2013). Moreover, specific lot-sizing approaches, along with other Material Management Policies (M&MMP) and techniques, such as those based on JIT (Varela et al., 2018; Araújo et al., 2017) and Kanbans (Silva et al., 2017; Salgado and Varela, 2010) can also be considered for production and purchase batches sizing and inventory management processes (Nunes and Vieira, 2016).

In general, MRP-based M&MMP and systems materials are usually planned in advance to guarantee typically a more or less widened amount of materials regarding some possible range of variation in relation to material types and quantities, but which intend to be predictable and preferably known and established in advance, to be able to accurately carry out production and/or material acquisition plans. Moreover, in general, this kind of manufacturing paradigm is associated with the typical push production philosophy (Salgado and Varela, 2010), and, when associated to a tendency of producing a higher variety of products and smaller production lot sizes, it usually takes place in function- or process-oriented manufacturing environments or system, such as traditional job shops.

On the other hand, regarding JIT/Kanban-based M&MMP and systems, materials are not normally planned in advance; instead, their necessities are considered just-in-time, according to their use or need, typically considering a smaller amount and/or variety of materials, and even unitary lot sizes, associated to a more stable or even certain demand. Moreover, under this production paradigm, mainly the production to order or make-to-order philosophy is carried out (Rabbani et al., 2017), to satisfy customers’ orders, instead of production to stock or make-to-stock (Rabbani et al., 2017), unless bigger lot sizes or mass production is...
considered. Moreover, this kind of manufacturing scenario is frequently associated to the pull production philosophy (Salgado and Varela, 2010), and to product-oriented manufacturing environments, such as traditional flow shops, as, for instance, manufacturing cells based on the JIT, namely in the case of single unit lot sizes.

JIT/Kanban systems traditionally opposed the modified models of the Economic Order Quantity (EOQ) and usually have a better perform than the variations of EOQ (Kuo, 2005), since it avoids the trade-off between setup cost and stock cost. One attempt to use the EOQ in JIT/Kanban, where the production rate is a variable of EOQ, is presented in Goyal and Gopalakrishnan (1993), while in Jamal and Sarker (1993) the authors propose a model to determine the optimal lot size in a JIT/Kanban system, in order to deliver a fixed number of finished products. Another metric used to determine the optimal lot size and the total costs in JIT/Kanban is presented in Vörös and Rappai (2016), and it is later used to determine the optimal demand to maximize the profit. One recent application of EOQ for JIT/Kanban systems, without zero setups and zero stocks, is presented in Chiarini (2017). In that paper, the author would be able to adapt the EOQ if the lot size had smaller than the daily demanded; however, the proposed adaptation, reducing the lot size, results in more frequent setups, which increase the production cost for unbalanced stations. In Molly (2015), the authors proposed the Economic Manufacturing Quantity (EMO) by incorporating the principles of EOQ, JIT and Optimized Production Technology (OPT).

3. LOT-SIZING TECHNIQUES

Perhaps the easiest approach to lot sizing is Lot-for-Lot (LFL), which simply requests the exact amount required for each time period. This approach is not cost effective when fixed replenishment costs (setup costs) are significant, because an order will have to be made for each time period (Silver et al., 1998).

When there is no variability in demand, the Harris’s EOQ method establishes the ideal size of the replenishment quantity (Harris, 1913). In general, there is variability in demand, in which case the results of the EOQ method are far from the desired, i.e. the optimum lot size strategy or the strategy that minimizes the production, inventory and setup costs. Therefore, there are two options, using heuristic or exact methods.

Heuristic methods are simple, but quite effective. Some of them present results very close to the optimal ones. The problem with heuristic techniques is the lack of information on the quality of the solutions; therefore, studies that compare the results of several heuristics to evaluate the quality of each technique are necessary.

Exact methods present the optimal result, but often fail to do so in a timely manner and may consume too many computational resources. Unlike complex algorithms, heuristics are simple and efficient techniques that can present acceptable results without intensive consumption of computational resources (calculation time).

In Karimi et al. (2003), the authors present an overview of exact and heuristic methods to approach the Capacitated Lot-sizing Problem (CLSP), Multi-Level Lot-sizing Problems without Resource Constraints (MLUR), and Multi-Level Lot-sizing Problems with Resource Constraints (MLCR), and the conclusion is that heuristic approaches are preferable. Meta-heuristics, such as SA (Simulated Annealing) or TS (Tabu Search), are also proposed as effective and efficient techniques to approach similar NP-hard problems. In Al-Salamah (2018), the author proposes a model to determine the optimal lot size of items of imperfect quality. Later he solved the model with ABC (Artificial Bee Colony), which has been shown to be an efficient meta-heuristic (Santos et al., 2016). Andriolo et al. (2014), examine the evolution of the lot size methods, from Harris’s EOQ to most of the state of the art lot-sizing techniques. In that paper, the authors also outline the future of lot-sizing models, which should take into consideration the social and environmental sustainability in the inventory management, as well as focus on closed-loop supply chains. Glock et al. (2014), reviewed the latest advances in lot-sizing techniques. First, the authors developed a classification scheme for lot-sizing models and then evaluated the extensions to Harris’s EOQ, such as lot-sizing models that consider scheduling issues, models that consider incentive systems and models that consider productivity issues. In that paper, the authors also demonstrated the popularity of the topic, with an increase in the number of the peer-reviewed papers published, predominantly in the last decade. Lastly, the authors presented several recommendations regarding future research about lot-sizing techniques and models. One variation of the single-item lot size problem, the Energy-Lot Size Problem (Energy-LSP), where it is necessary to decide which resources to use and how much to produce when machines have a limit in terms of how much energy can be consumed, is presented in Rapine et al. (2018).

The EOQ is one of the earliest and most well-known results of inventory theory, proposed by F. W. Harris in 1913. This method is also known as the Wilson’s lot size because R. H. Wilson was the one who initially applied this model in his consulting activities at several North American Companies. This model establishes a fixed order quantity that aims to minimize the total costs, i.e. carrying and ordering costs.

One recent extension to Harris’s EOQ is the incorporation of sustainability. In 2008, Turkay (2008) extended the EOQ to include environmental issues, which represent an-
other cost. Other revisions to the Harris’s ECQ model that minimize the carbon emissions were proposed in Arslan and Turkay (2013), Benjaafar et al. (2010), and Hue et al. (2011). The Sustainable Economic Order Quantity (S-EOQ) model, which incorporates into the traditional EOQ model an LCA (Life Cycle Assessment) of the purchase or production order, was proposed by Battini et al. (2014). In that paper, the authors concluded that the difference between the EOQ and the proposed S-EOQ is minor, about 20% of the lot size, but it increases with the price of the product.

The Periodic Order Quantity (POQ) method contrasts with EOQ approach, which has irregular timing but constant quantities. In this method, the time interval in which the orders are going to be made is determined, and the quantity of the batch size must suppress the needs until the next order (Silver et al., 1998).

Another interesting heuristic was developed by Edward Silver e Harlan Meal (Silver and Meal, 1973), also known as the Least Period Cost (LPC). The Silver-Meal Heuristic selects the replenishment quantity that minimizes the total costs per unit time.

Usually this heuristic presents very good results, often close to the optimum. However, there are situations in which this heuristic can compromise (Silver et al., 1998):

- When the pattern of demand decreases rapidly over several periods.
- When there are several periods without demand.

It is important to notice that Edward Silver and John Miltenburg (1984) proposed a modified version of the Silver-Meal Heuristic (Silver et al., 1998) to cope with the heuristics underperformance when the forecast demands decreases rapidly or when there are extended periods without demand. In the computational study the authors were able to demonstrate the advantages of the modification, which do not increase the complexity of the heuristics.

The Least Unit Cost (LUC) heuristic is very similar to the Silver-Meal heuristic. The total costs are accounted for each period, considering the quantity of the replenishment, obtaining the total cost per unit. The costs per period are accumulated until the cost per unit is higher than the previous period (Orlicky, 1974; Silver et al., 1998).

In 1968, Gorham presented the Part-Period Balance heuristic, which basically consists on using the selection of the number of periods covered by the replenishment as a basic criterion, such that the total carrying costs are made as close as possible to the ordering/setup cost. The carrying costs per period are accumulated until the sum approaches or equals the ordering/setup cost (Gorham, 1968; Silver et al., 1998).

Another heuristic, developed in 1984, was proposed by Freeland & Cooley (F&C). This heuristic is very similar to the Part-Period Balance heuristic, with the exception that the accumulated carrying costs cannot exceed the ordering/setup cost (Freeland and Colley, 1982; Mukhopadhyay, 2015).

The procedure for the McLaren Order Moment (MOM) heuristic starts by the calculation of the Order Moment Goal (OMG) (McLaren, 1977). One overview of the MOM for multiple-purchase discounts is presented in Christoph (1989). In that paper, the author compares the MOM with four other lot-sizing techniques and concludes that the MOM is one of the best overall performers in multiple-purchase discounts in an MRP environment; however, it is not as simple to implement as the Silver-Meal heuristics or Lot-for-Lot.

The main idea underlying this procedure refers to the replenishment that should cover the periods 1 to k-1, when it is more economic to make a new order than keeping the stock of period k in inventory (McLaren, 1977; Meredith, 1992; Vollmann et al., 1992).

Wagner and Whitin (1958) introduced a method to solve the lot-sizing problem in $O(n^3)$ time. This method is a dynamic programming model that aims at obtaining the optimal order quantities, i.e. the lot size that minimizes the total costs. The computational work of the algorithm is reduced because the optimal solution must satisfy the following two properties:

- An order only arrives when the stock level is zero.
- There is an upper limit on the number of periods for which an order will last. As the number of periods increases, the inventory holding cost increases so much that it is less expensive to place a new order.

The algorithm starts from the last period, N, and repeats itself until period 1. For each period t, it is selected the value of k which corresponds to the lowest total cost, i.e. the number of periods for which the order will be made in period t (Wagner and Whitin, 1958; Gonçalves, 2010). One exact method is presented in Wagelmans et al. (1992), and it can solve the problem in $O(n \log n)$ time and shows that the Wagner-Whitin case can be solved in linear time.

Many other lot-sizing methods do exist, and are constantly being put forward nowadays; however, the authors did just select these set of methods, as they are quite representative and continue to be widely used for establishing a different kind of analysis.
Lot-sizing methods resume

In Table 1, the previously shortly described information regarding the lot-sizing methods is summarized, for better clarification.

4. RESEARCH METHODOLOGY

This work used a quantitative research methodology (Sanders, 1982) to analyze the behavior of a set of ten lot-sizing methods when applied to different application scenarios, with variations of demand and peaks in seasonality, to cover distinct real applications in manufacturing environments that can occur either in MRP or in JIT/ Kanban-oriented production systems. Figure 1 below illustrates the research methodology used, which includes five main steps.

Table 1. Summary of lot-sizing methods

<table>
<thead>
<tr>
<th>Method acronym</th>
<th>Method name</th>
<th>Formula(s)</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFL</td>
<td>Lot-for-lot</td>
<td>-</td>
<td>Perhaps the easiest approach to lot sizing</td>
<td>Silver et al., 1998</td>
</tr>
<tr>
<td>EOQ</td>
<td>Economic Order Quantity</td>
<td>( EOQ = \sqrt{\frac{2DA}{H}} )</td>
<td>D – Demand rate of the item, A – Ordering cost, H – Carrying cost</td>
<td>Harris, 1913; Silver et al., 1998</td>
</tr>
<tr>
<td>POQ</td>
<td>Periodic Order Quantity</td>
<td>( POQ = \frac{EOQ}{D} )</td>
<td>EOQ – Economic Order Quantity, D – Demand rate of the item (average)</td>
<td>Silver et al., 1998</td>
</tr>
<tr>
<td>S-M or LPC</td>
<td>Silver-Meal or Least Period Cost</td>
<td>( TC(T) = ) (Ordering Cost) + (Total carrying costs to end of period T) / T</td>
<td>T – Number of periods of the replenishment, TC – Total Cost (for T periods)</td>
<td>Silver et al., 1998</td>
</tr>
<tr>
<td>LUC</td>
<td>Least Unit Cost</td>
<td>-</td>
<td>Heuristic very similar to the Silver-Meal heuristic</td>
<td>Silver et al., 1998; Orlicky, 1974</td>
</tr>
<tr>
<td>PPB</td>
<td>Part-Period Balance</td>
<td>-</td>
<td>Lots are determined so that the total carrying costs are as close as possible to the ordering/setup cost</td>
<td>Gorham, 1968; Silver et al., 1998</td>
</tr>
<tr>
<td>F&amp;C</td>
<td>Freeland &amp; Cooley</td>
<td>-</td>
<td>Very similar to PPB, but accumulated carrying costs cannot exceed the ordering/setup cost</td>
<td>Freeland and Cooley, 1982</td>
</tr>
<tr>
<td>MOM</td>
<td>McLaren Order Moment</td>
<td>( OMG = D \left[ \frac{EOQ}{D} - T^* \right] T^* )</td>
<td>It is based on the calculation of the Order Moment Goal (OMG)</td>
<td>McLaren 1977; Christop, 1989</td>
</tr>
<tr>
<td>W-W</td>
<td>Wagner-Whitin</td>
<td>( c_{t,N+1} = \min \left{ \frac{F_{t,k} + c_{t,k,N+1}}{t \leq k \leq N+1} \right} )</td>
<td>A dynamic programming model with O(n2), which aims at obtaining the optimal order quantities, i.e. the lot size that minimizes the total costs</td>
<td>Wagner and Whitin, 1958</td>
</tr>
</tbody>
</table>

In the first step, the problem and corresponding objectives are defined: analyzing the behavior of a set of ten lot-sizing methods regarding its application on two differ-
ent manufacturing environments, oriented to MRP and JIT/Kanban production philosophies, considering distinct application scenarios with variations on demand and peaks of seasonality. In step two, the data associated to the previously defined application scenarios, with variations in demand and peaks of seasonality, were generated and analyzed. In the third step, the heuristic lot-sizing methods were run for the different application scenarios defined, by using the corresponding generated data. In the fourth step, the results obtained through the execution of the heuristic lot-sizing methods were statistically analyzed. Finally, in step five, some main conclusions were extracted, regarding the analysis of the suitability of the different heuristic lot-sizing methods for being applied under different application scenarios, regarding variations in demand and peaks of seasonality, for MRP and JIT/Kanban-oriented manufacturing environments.

5. PERFORMANCE ANALYSES

The lot-sizing methods referred above were tested through an original software prototype, which was developed using VBA programming language that is built in Microsoft Excel to expand the software functionalities, allowing the creation of user-defined functions and forms, including the handling of text boxes, buttons and other fully custom-made interaction features. Moreover, it contains the input data section where the user can input all the required data and the results section where the results are shown, and it has the option to output different reports. This kind of tool is of utmost importance in terms of academic support but also for companies, for instance regarding micro and small businesses (Galvão et al., 2017).

In this work, a study was carried out based on simulated data for 12 periods. Moreover, the ordering cost, unit cost, and the percentage holding cost per period was introduced, as data is required to run the methods. In the results section, the total costs, ordering costs, holding costs, and percentage error of total cost are shown to the nine heuristics and one exact method considered in this work.

The percentage error of the total was used to act as a benchmark based on the exact Wagner-Whitin method. This performance indicator is calculated through the difference between the heuristic and exact method total cost, in percentage.

The “Report” buttons on results section generates a new worksheet with a detailed report with the solution for each selected method. The solution shows the order quantity which minimizes the overall cost. As shown in Figure 2, the report includes all the parameters considered on single-level lot-sizing problems with the discrimination of initial, average, and final stock, as well as ordering, holding, and total costs for each period.

To evaluate the performance of the heuristic methods in situations with different variation scenarios on demand, several distinct contexts were generated following a normal distribution, characterized by an average (μ) and standard deviation (σ) (Baciarello et al. 2013). The average demand value was defined as μ = 250 for each context or application scenario, and only the standard deviation varies from 10 ≤ σ ≤ 80 with an increment of 10. For each standard deviation, 100 different scenarios were tested.

To evaluate the performance of the heuristic methods in situations with different seasonality effects, the scenarios were generated with different seasonality index, maintaining the average demand value of the series and the period of seasonality. The average was defined as μ = 250 and the seasonality index varies in the interval of [66;99;133;166;199;233]. For each seasonality index, 100 different scenarios were tested.

**Lotsizing for time-varying demand**

<table>
<thead>
<tr>
<th>Period</th>
<th>Demand</th>
<th>Order Quantity</th>
<th>Initial Stock</th>
<th>Final Stock</th>
<th>Average Stock</th>
<th>Ordering/Setup Cost</th>
<th>Holding Cost</th>
<th>Total Period Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>35</td>
<td>40</td>
<td>50</td>
<td>95</td>
<td>170</td>
<td>320</td>
<td>360</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>0</td>
<td>145</td>
<td>0</td>
<td>0</td>
<td>170</td>
<td>320</td>
<td>285</td>
</tr>
<tr>
<td>3</td>
<td>325</td>
<td>0</td>
<td>285</td>
<td>0</td>
<td>0</td>
<td>170</td>
<td>320</td>
<td>285</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>170</td>
<td>320</td>
<td>285</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>170</td>
<td>320</td>
<td>285</td>
</tr>
</tbody>
</table>

Figure 2. Lot sizing detailed report for Wagner-Whitin method.
In all situations, the ordering cost was fixed at 150€, unit cost at 20€ and holding cost at 2% per period.

Scenarios with lower variation - $X \sim N(250, 10^2)$

These scenarios are characterized with an average demand $\mu=250$ and standard deviation $\sigma=10$. This scenario describes a simulated demand with very low variation as the example shown in Figure 3. This scenario represents, for example, the sales of consumer goods, such as toilet paper, shampoo or a very stable production in a flow shop or product-oriented manufacturing environment, for instance under JIT/Kanban manufacturing principles.

The results of the performance of the heuristic methods in scenario 1 are shown in Figure 4. In this scenario four heuristic methods were able to achieve the optimal result. The worst result belonged to EOQ, with 27% mean error in the total cost, compared to the optimal result.

Figure 3. Example of a generated demand scenario for $\mu=250$ and $\sigma=10$

Figure 4. Mean error in Total Cost for 100 scenarios with $\mu=250$ and $\sigma=10$

Scenarios with higher variation - $X \sim N(250, 80^2)$

These scenarios are characterized by an average demand $\mu=250$ and standard deviation $\sigma=80$. This type of variability in demand may be seen, for example, on a job shop manufacturing system, which deals with very different products and processes.

As shown in Figure 6, in general, the quality of the results decreases with the increase of standard deviation. However, some heuristics were able to achieve results close to the optimal solution, such as Silver-Meal, POQ and Part Period Balance, that achieved 2% error. The Freeland & Cooley and the MOM methods were the only ones that performed better than with low variation, and the worst result belonged once again to EOQ, with a 31% error.

Influence of standard deviation in methods performance

Demand variation influences directly the performance of the methods. As shown in Figure 7, the EOQ error increases with the increment of standard deviation. In this case, with standard variation $\sigma = 10$, the total cost error is 26.8% and increases consistently to 30.6% when $\sigma = 80$. This tendency is also applicable to LFL, POQ, var.EOQ, S-M, LUC, and PPB.

However, this does not apply to Freeland & Cooley and MOM. The performance of these methods behaves in the opposite way to the previous ones. For example, the error of MOM decreased with the increment of standard deviation, as shown in Figure 8, as it goes from 4.5% when $\sigma = 10$ to 2.9% when $\sigma = 80$. 

Figure 5. Example of a generated demand scenario for $\mu=250$ and $\sigma=80$

Figure 6. Mean error in Total Cost for 100 scenarios with $\mu=250$ and $\sigma=80$

Figure 7. EOQ Performance with the increase of standard deviation in demand
Scenarios with lower seasonality index

These scenarios are characterized by a seasonality index of 66 (Figure 9), a seasonal demand was simulated, with a moderate peak in demand for some periods, followed by a fall, in relation to to previous values.

The results of the heuristic methods for seasonal demand scenarios are shown in Figure 10. In these scenarios none of the methods were able to achieve the optimal solution. The best result belonged to the POQ, Silver-Meal, and MOM, with 1% error when compared to the optimal result given by the Wagner-Whitin method. On the other side, the Lot-For-Lot method obtained an error of almost 16% and the Freeland & Cooley method obtained an error of 15%. Once again, EOQ obtained the worst result with an error of 19%.

Scenarios with higher seasonality index

These scenarios are characterized by a seasonality index of 233 (Figure 11), a seasonal demand was simulated, with a high peak in demand for some periods, followed by a sharp fall to previous values.

The results of the heuristic methods for the seasonal demand scenarios are shown in Figure 12. Once again, none of the methods were able to achieve the optimal solution. The best result was reached by the variable EOQ, with a 0.3% error when compared to the optimal result. EOQ obtained the worst result with an error of 36%, followed by LFL with 34%. Freeland & Cooley tended to get better results than with lower seasonality index, opposed by POQ and S-M, which tended to achieve worst results.

Influence of seasonality index in methods performance

The performance variation with the increment of seasonality index is more irregular than with standard deviation. For LFL, POQ and S-M, with the increase of seasonality index, the error increased in a consistent and almost linear way. For example, as shown in Figure 13, the LFL error increased from 16% with Index=66 to 33.7% with index=233.
For EOQ, LUC, S-M, PPB, F&C, and MOM, the performance varies in an irregular way. In the example shown in Figure 14, LUC error changed its tendency twice with the increase of the seasonality index. This is also applicable to the previously referred methods.

Variable EOQ was the only one that decreased its error with the increment of seasonality index. With index 33, variable EOQ performed a 2.4% error and decreased to 0.3% with index 233.

Suitability of the lot-sizing methods for different manufacturing environments

According to the results exposed and explained before, which are also summarized in Table 2, it is possible to realize that there are lot-sizing methods that performed worse than others regarding the increase in either demand variation or the seasonality index, as explained before, and the methods that performed worse in this regard are those that did present a higher error deviation, which were the EOQ, LFL, var. EOQ, and LUC, regarding increase in the demand variations, and EOQ, LFL, S-M, and LUC, in relation to the increase in the seasonality index.

Through this information analysis it is possible to conclude that the methods EOQ, LFL, var-EOQ, and LUC clearly present higher application risk in scenarios marked by a considerable deviation in demand, and the methods EOQ, LFL, S-M, and LUC, regarding an increase in seasonality peaks, which typically occur more frequently in the context of MPR-based manufacturing contexts, associated with higher variation of materials, lot sizes or orders batches, and are typically produced in function or process-oriented manufacturing systems. Therefore, the application of these methods may be avoided in these kinds of manufacturing environments, as they may allow obtaining good results or solutions in these kinds of application scenarios.

On the other hand, it is also possible to conclude that these lot-sizing methods can be better suited for being applied in JIT/Kanban production scenarios, as this kind of underlying manufacturing environment is characterized by typically having a more stable demand.

Moreover, all the remaining lot-sizing method, which did perform better or even very well either regarding increasing the demand variations or seasonality indexes, could thus be appropriately suited for being applied either in MRP or JIT/Kanban based manufacturing environments.

6. CONCLUSION

The results obtained through this work showed that, in fact, some heuristic methods can produce results very close to the optimal one, even when the demand data has high variation.
variability on it. In the three simulated application scenarios presented, it was possible to notice that several heuristics obtained consistent results with percentage errors of less than 5%. With low variation in demand, several heuristics were able to achieve optimal results, and with high variation, the best heuristics were POQ, S-M, and PPB, with a 2% error.

On the other hand, the EOQ method always presented high percentage errors, even in scenarios with lower variability in the demand data, which allows concluding, through the results obtained, that heuristic methods are a good option, in general, regarding demand variations and seasonality peak analysis.

Standard deviation influences the performance of heuristics. For EOQ, LFL, POQ, var.EOQ, M-S, LUC, and PPB, the increase of standard deviation results in an increased error from optimal solution. This is a consistent trend in the results of the methods. For F&C and MOM, an increase in the standard deviation results in a decreased error from the optimal solution.

In scenarios with seasonality, the increase of the seasonality index resulted in worse results in almost all methods, except for F&C, var.EOQ, and MOM. In fact, F&C achieved much better results with higher seasonality, with a drop from 15% to 4% error, and var.EOQ achieved 0.3% error in high seasonality scenarios. Moreover, with an increase of seasonality in demand, heuristics behavior tends to become more irregular.

In scenarios with seasonality, the increase of the seasonality index resulted in worse results in almost all methods, except for F&C, var.EOQ, and MOM. In fact, F&C achieved much better results with higher seasonality, with a drop from 15% to 4% error, and var.EOQ achieved 0.3% error in high seasonality scenarios. Moreover, with an increase of seasonality in demand, heuristics behavior tends to become more irregular.

All results were obtained using generated scenarios, with specific conditions for ordering and holding costs, and not with real situations. In this paper, an analysis based on different scenarios of application of the lot-sizing methods studied regarding situations about variation in demand and peaks of seasonality was presented. Afterwards, an extended analysis of the suitability of the considered heuristic lot-sizing methods was performed under different manufacturing and management philosophies in relation to the more traditional MRP-based systems and those based on the JIT/Kanbans principles. Therefore, through this study it was possible to conclude that the methods EOQ, LFL, var.EOQ, and LUC presented higher risk of application in scenarios marked by a considerable deviation in demand, and methods such as EOQ, LFL, S-M, and LUC, regarding an increase in peaks of seasonality, which are situations that typically occur more frequently in the context of MPR-based manufacturing environments, thus being better suited for application in the JIT/Kanban production scenarios, as this kind of underlying manufacturing context is characterized by typically having a more stable demand.

Summarizing, the results obtained show that some lot-sizing methods are better suited than others to be applied in specific scenarios marked by a considerable variation in demand or peaks of seasonality. Thus, this research contributes to further clarify industrial practitioners on the selection of the best suited lot-sizing methods for each type of application scenario regarding MRP or JIT/Kanban manufacturing environments.

In terms of future work, additional analysis on the lot-sizing methods will be carried out to further evaluate the strengths and weaknesses of different methods under different types of scenarios, for instance to analyze its performance according to variations in the ordering and stock holding costs.
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