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ABSTRACT
Purpose: The paper aims to present constructs related to Internet of Things, which are expected to be integrated 

to, and improve the implantation phase of Complex Engineering Projects. The traditional implantation methods for Com-
plex Engineering Projects are neither effective nor efficient to deal with the massive data generated by their productive 
processes. It usually causes high levels of rework, schedule delays and financial losses. Design/methodology: In this 
paper a systematic literature review on IoT architecture, sensor technologies and possible applications was presented. 
These constructs were identified and selected from a lexical analysis of a reseach basis carried out with NVivo software. 
Findings: We have been in the emerging 4th Industrial Revolution and the Internet of Things (IoT) has a valuable role to 
make an easier way to success for Complex Project implementations. Therefore, a correlation scheme of the constructs 
and their applications identified in the bibliography was proposed. Originality/value: A concept and a framework for a 
“Digital Construction Site” (DCS) from the application of IoT Sensors (IoTS) in the shipbuilding industry. It is valuable for 
readers who want to understand alternatives to improve the results of typical processes on implementation phase of 
Complex Engineering Projects, with open source technologies.
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1. INTRODUCTION

In the past decade, much research has focused on Com-
plex Projects, their productiveness and performance. This 
study is focused on the implementation phase of Complex 
Engineering Projects up to the 4th Industrial Revolution, era 
of emerging Internet of Things (IoT), Big Data, Cloud Com-
puting, Wireless Sensor Networks (WSN), and Radio Fre-
quency Identification (Wang et al., 2016).

It is unclear how to minimize the delays in scheduling, 
the high rework rates and the financial losses in Complex 
Projects; meanwhile, there are many technological resourc-
es and tools to make things easier and faster and provide 
more reliable results in terms of industrial processes, such 
as fabrication and assemblying routines. With technological 
advances in industrial schemes, the concept of smart indus-
try or Industrie 4.0, which is a concept with flexible and ag-
ile production oriented by Cyber-Physical Systems (CPS) and 
IoT, has emerged (Wan et al., 2014).

IoT has been playing an essential role ever since it ap-
peared, since it consists of net-worked embedded devices 
that communicate by means of wired or wireless networks 
or internet to create ubiquitous - the presence everywhere - 
context awareness and information-based applications (Jing 
et al., 2014). Frequently, these devices interact with the 
physical world ubiquitously, consisting of wired sensors, Ra-
dio Frequency Identifications (RFIDs), Wireless Sensor Net-
works (WSNs), and mobile devices (Atzori et al., 2010; Tan et 
Wang, 2010; Parwekar, 2011).

There is a common sense that all things may be controlled 
or monitored, may be identified automatically by other 
things, may communicate with each other through the in-
ternet, and may even make decisions by themselves (Tsai et 
al., 2014). Therefore, the findings of this study show that it 
is not reasonable to continue to use standard procedures to 
make decisions through the Big Data. 

Era, without counting on IoT, which is a concept that has 
become a reality, consists in a set of available resources and 
tools to be applied, improving the results on the integration 
of embedded computing devices, smart objects, people, and 
physical environments that are typically linked by a commu-
nication infrastructure.

One of the reasons for the bad performance on the im-
plantation of Complex Projects is the failure on integrating 
demands with data collection of productive processes to 
facilitate decisions making. How to organize the data has 
been a primary challenge for data professionals, due to the 
diversity and complexity (Balazinska et al., 2007; Cooper et 
James, 2009; Navarro et al., 2011; Fan et Chen, 2010). 

Sethi et Sarangi (2017) cite the two most popular defini-
tions for IoT: the first is “the interaction between the physical 
and digital worlds” (Vermesan et al., 2011) and the second 
is “the paradigm in which computing and networking capa-
bilities are embedded in all kinds of objects” (Peña-López, 
2005). IoT devices are equipped with embedded sensors, 
actuators, processors and transceivers. The interaction with 
the physical environment is made by sensors and actuators. 
Sensors are devices that provide inputs about their internal 
state or environment while actuators are devices used to 
effect a change in the environment, such as a temperature 
controller. The present Review is based on bibliometrics, sta-
tistical and quantitative technique for measuring the rates of 
production and dissemination of scientific knowledge.

The purpose of this paper is to present and explore con-
structs related to Internet of Things as the Internet of Things 
Sensors (IoTS) which are expected to be integrated to and its 
contribution to improve the results of Complex Engineering 
Projects, using a base from a systematic literature review.

The contribution of this paper includes 3 parts: the first 
part is the proposal for a systematic review of IoT; the sec-
ond part is the discussion about possible architectures’ and 
sensors’ technology; the third part is the outline of IoTS 
applications and the presentation of a scheme relatiing IoT 
applications and technologies to digitalize the Construction 
Site. It is valuable for readers who want to understand how 
to improve results of typical processes on the implemen-
tation phase of Complex Engineering Projects, with open 
source technologies.

In Section 2, we present the method used in literature re-
view. In Section 3, the main IoT architectures are surveyed. 
In Section 4, IoT technologies are discussed as Sensors, Data 
Mining, and Cloud Computing. In Section 5, a scheme for IoT 
applications and technologies on the shipbuilding industry is 
proposed. In Section 6, a conclusion is presented.

2. REVIEW METHOD

The present literature review was based on the applica-
tion of Boolean logic method, bibliometrics, statistical and 
quantitative technique to map and select papers for the ref-
erences research basis. This research began with the reading 
of the article “Robots in shipbuilding industry”, which served 
as an inspiration for preparing a keywords tree (see Figure 1) 
and the followed Boolean logic: (industr* AND cloud* AND 
“big data” AND (RFID OR IoT OR computing OR robotic OR 
shipbuilding), refined by “relevance”, “revised per pair”, “ar-
ticles”, since 2012, “English”, returning 1,706 scientific pa-
pers on searching at “Periodicos Capes” website. Then the 
titles and abstracts were analysed, considering their align-
ment with research context, reducing the articles sample to 
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92. All articles with indexed Impact Factor JCR (Journal Cita-
tion Report) were kept in a research basis, resulting in 63 pa-
pers. It is worth mentioning this proposal in such a dynamic 
and iterative process, where each step must be revised, aim-
ing for better research basis.

Figure 1. Keywords Tree 
Source: Farias Filho (2012)

The connectors “AND” and “OR” were used in the Bool-
ean logic search. This means that the keywords within the 
same thematic area are connected by “OR”, and those from 
different thematic areas are connected by “AND”, since it is 
desired to find articles from these thematic areas, simulta-
neously. 

The selected articles were uploaded into the NVivo soft-
ware so that the lexical analysis of the contents of those 
articles could evidence constructs for the development of 
the present article, as well as for the construction of the 
framework of the Digital Construction Site. In this way, we 
obtained from the lexical analysis of the research base, the 
IoT architecture and the IoT technologies, which are the 
constructs to be discussed below. 

3. IOT ARCHITECTURES

Some architectures of IoT have been studied by different 
academics. These researchers have explored paradigms as 
Social IoT (SIoT) which considers social relationships be-
tween objects or devices that count on many interoperating 
components, such as: ID, Metainformation, Security Con-
trols, Service Discovery, Relationship Management, and Ser-
vice Composition. All of these modules are aimed to provide 
integrated services to users (Sethi et Sarangi, 2017; Atzori et 
al., 2011).

On reflecting on the main concept of the IoT, the most 
basic architecture has three layers: perception, network 
and application. The first layer has sensors for gathering 
information on environment. The second layer connects 

smartthings devices and servers. The third layer delivers 
application services to users (Mashal et al., 2015; Wu et 
al., 2010).

The other known architecture is the five-layer architec-
ture, which includes perception, transport, processing, ap-
plication and business layers. The role of the perception 
and application layers has the same function as the archi-
tecture with three layers.  The transport layer transfers the 
sensor data between the layers perception and processing. 
The processing layer, known as the middleware layer, in-
cludes technologies, such as Big Data processing, Cloud 
Computing and databases. It stores, analyzes and process-
es data that comes from the transport layer. The business 
layer manages the IoT system, its applications, business 
and privacy modules (Mashal et al., 2015; Wu et al., 2010).

Sethi et Sarangi (2017) discuss about two other system 
architectures, cloud and fog computing. The cloud archi-
tecture is such a cloud centric structure in which the ap-
plications are above it and the smart things are below it 
(Gubbi et al., 2013). The fog architecture consists of six lay-
ers: transport, security, storage, preprocessing, monitoring 
and physical layer where the sensors and gateways do the 
analytics and data processing partially (Aazamand et Huh, 
2014).

4. IOT TECHNOLOGIES

An IoT technologies classification based on architectural 
layers is presented by Sethi et Sarangi (2017), (see Figure 
2). The present paper was focused on Sensors (Perception 
layer) and Applications.

4.1. Sensors

The sensor technology is essential for awareness atrib-
utes of all IoT applications. By means of such technology 
it is possible to collect data from the environment and the 
different kinds of sensors are: Mobile Phone Based Sensors 
(MPBS), Medical Sensors, Neural Sensors, Environmental 
Sensors, Chemical Sensors, Radio Frequency Identification 
(RFID) and Actuators (Schmidt et Laerhoven, 2001). The 
storage and processing of data can be done in the network 
itself or in a remote server. All data preprocessing is main-
ly done by either the sensor or some other kind of device. 
The storage and processing capabilities are constrained by 
factors as limitations of size, energy and protocol standards 
(Sethi et Sarangi, 2017).

Mobile Phone Based Sensors (MPBS) usually have a sort 
of embedded sensor and it increases the possibilities of 
building smart IoT solutions with MPBS (Khan et al., 2013). 



Brazilian Journal of Operations & Production Management
Volume 14, Número 4, 2017, pp. 567-576
DOI: 10.14488/BJOPM.2017.v14.n4.a12

570

Some of these sensors are: accelerometer, gyroscope, cam-
era, microphone, GPS (Global Positioning System), light sen-
sor, magnetometer, barometer, thermometer and humidity 
sensor (Sethi et Sarangi, 2017).

Medical Sensors are used to measure and monitor medical 
parameters in the human body (Bui et Zorzi, 2011). Studies de-
scribe in detail the different wearable sensing devices (McGrath 
et Scanaill, 2013) and relate their applications to the monitor-
ing of medical parameters, such as the heart rate, pulse, blood 
pressure, body temperature, respiration rate and blood glucose 
levels (Pantelopoulos et Bourbakis, 2010). These wearables in-
clude smart watches, wristbands and smart textiles. Another 
new IoT device is the monitoring patch, a rubbery structure 
with embedded components that is attached to the skin. These 
patches are stretchable and disposable, they are supposed to 
be worn for a few days to monitor the vital signs of the person’s 
health continuously (Swan, 2012). 

Neural Sensors are part of the technology used for read-
ing brain signals, also called EEG (Electroencephalography). 
By the brain computer interface, it is possible to understand 
neural signals in the brain, which infer the state of the brain, 
train it for better attention towards things, manage stress 
and has a better mental well-being. The neurons inside the 
brain communicate electronically and create an electric 
field, which can be sensed in real time, thereby being mea-
sured from outside by its frequencies, this is known as neu-
rofeedback (Gruzelier, 2014). 

Environmental Sensors are applied to measure parame-
ters, such as pressure, humidity, temperature, gas presence 
or another particulate in water or air (Sekhar et al., 2010).

Chemical Sensors are used to sense chemicals or bio-
chemicals on the basis of taste and odor of food (Bhattacha-
ryya et Bandhopadhyay, 2010), in smart environments, con-
sisting a transducer and an advanced pattern recognition 
software (Manna et al., 2014).

A sensor based identification technology – the Radio 
Frequency Identification (RFID) – has two basic devices, 
the RFID tag and RFID reader. The RFID tag is a chip with an 
embedded antenna, capable of storing data and may be of 
two kinds: active (has power source) or passive (its power 
source is the eletromagnetic field of the RFID reader) (Want, 
2006). The data stored in the RFID tag is transmitted via ra-
dio waves and captured by the RFID reader, reaching a range 
up to hundreds of meters for communication between the 
RFID devices (Zhu et al., 2012).

Completing the sensors functionality, the actuators are 
devices that might effect a change in the environment by 
converting electrical energy into some useful energy. The 
actuators, which induce motion, can be classified into: elec-
trical actuators (by the use of the electrical energy), hydrau-
lic actuators (by the use of fluid power or hidraulic power) 
and pneumatic actuators (by the use of the pressure of com-
pressed air) (Sethi et Sarangi, 2017).

Figure 2. IoT technologies 
Source: (Farias Filho, 2012)



Brazilian Journal of Operations & Production Management
Volume 14, Número 4, 2017, pp. 567-576

DOI: 10.14488/BJOPM.2017.v14.n4.a12

571

In order to make IoT smarter, collecting and handling with 
all the data from the environment and sensors, lots of anal-
ysis technologies are introduced into IoT; one of the most 
valuable technologies is data mining (Chen et al., 2015).

4.2 Data mining  

On the basis of the definition of data mining and its func-
tions, a typical data mining process includes the following 
steps (see Figure 3).

a) Data preparation: prepares the data for mining. It 
includes 3 substeps: integrating data in various data 
sources and cleaning the noise of the data; extract-
ing some parts of data into the data mining system; 
preprocessing the data to facilitate data mining.

b) Data mining: apply algorithms to the data to find the 
patterns and evaluate patterns of discovered knowl-
edge. 

c) Data presentation: visualize the data and represent 
mined knowledge to the user (Jiawei et Kamber, 
2011).

Data mining functionalities (Chen et al., 2015) include clas-
sification, clustering, association analysis, time series analysis, 
and outlier analysis. Classification is important for managing 
decision making. The goal of classification is to accurately pre-
dict the target class for each case in the data (Kesavaraj et Su-
kumaran, 2013). Clustering algorithms divide data into mean-
ingful groups so that patterns in the same group are similar in 
some sense and patterns (Jain et Dubes, 1988). Association 
analysis targets the discovery of rules, showing attribute value 
associations that occur frequently and help in the generation 
of qualitative knowledge, which, in turn, helps in decision 
making (Gosain et Bhugra, 2013). A time series is a collection 
of temporal data objects, such as large data size, high dimen-
sionality, and continuous updating (Fu, 2011). Outlier detec-
tion refers to the problem of finding patterns in data that are 
very different from the rest of the data, based on appropriate 
metrics (Gogoi et al., 2011).

Silva et al. (2013) proposed big data mining system for 
IoT, focusing on the integration with devices and data mining 
technologies supported by cloud computing IoT.

 4.3 Cloud computing

Six years ago, there was no consensus oriented to the defi-
nition of cloud computing (Rong et al., 2011). Nowadays, in-
frastructure, Platform, and Software as a Service (IaaS, PaaS, 
and SaaS) are the main cloud computing approaches, which 
are results of Service Oriented Architecture (SOA) (Laukkar-
inen et al., 2013). Currently “embedded”, IoT, or sensor cloud 
proposals utilize IoT devices only as heterogeneous data 
providers and use existing cloud computing approaches for 
homogenizing and further refining the data for the end-us-
er applications (Parwekar, 2011; Alamri et al., 2013). Cloud 
computing provides virtualized computing services without 
logical or location relation to physical hardware (Armbrust et 
al., 2010), in the literature, cloud computing is defined as “of-
fering hardware and software resources as services across a 
parallel and distributed system, consisting of a collection of 
interconnected and virtualized computers that are dynamical-
ly provisioned” (Tsai, 2009; Nezhad et al., 2009).

Wang (2014) classifies the cloud services into four cate-
gories: Infrastructure as a service (IaaS) - main services in-
clude the provision of virtual hardware, network, storage, 
computing power, and so forth; Software as a service (SaaS) 
- a “software on demand” that refers to application systems 
that can be activated directly on the internet; Platform as a 
service (PaaS) - delivers an integrated service oriented plat-
form for the whole process in the software development 
(i.e. design, test, execution, and deployment); Database as 
a service (DaaS) moves the traditional database features, in-
cluding the definition of data and the storage and retrieving 
of data, over to the network.

Studies (Kurschl et Beer, 2009) highlight that cloud com-
puting has an important role in terms of wireless sensors 
networks architecture, since they are limited in their pro-
cessing power, battery life, and communication speed, while 
cloud computing, on the other hand, has powerful compu-

Figure 3. The data mining overview 
Source: Chen et al. (2015)
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tational and processing capacity and the communication 
speed is much faster as well. Researches have established 
that cloud computing and wireless-sensor network together 
may provide the most reliable, scalable, dynamic, and com-
posable resources for IoT applications (Gubbi et al., 2012; 
Kortuem et al., 2010; Vermesan et al., 2011), including the 
complex engineering projects, such as those developed for 
the shipbuilding industry. 

5. DIGITAL CONSTRUCTION SITE

The shipping industry is a basic industry that plays an im-
portant role in the international trade and logistics around 
the world on transporting raw material and energy. Accord-
ing to the International Maritime Organization (IMO) (2008), 
over 90% of the global trade volume, carried by sea and 
maritime transport, was regarded as a dominant mode of 
transport. With the globalization of production, shipping 
has impacted the global supply chain management signifi-
cantly, as it is evidenced by the world’s total container ship 
dead-weight tonnage (Yang et al., 2013). For the reasons 
above the shipbuilding industry was selected to be explored 
as a scenario for IoT applications. The main processes of 
shipbuilding consist of working stages including designing, 
cutting/forming, block assembling, pre-outfitting/painting, 
pre-erection, erection and quay (see Figure 4).

The manufacturing processes to be competitive depend 
on the organisational strategies, technology and the inte-
gration level in the high-tech industry’s value chain (Alvarez 
et Marin, 2013). In this context, the IoT capabilities, such as 
cooperation, communication, identification, sensing, actu-
ation, localization, embedded information processing, and 
user interfaces (Mattern et Floerkemeier, 2010) are feasible 
by sensor devices that collect data and send data to data 
center. Therefore, communication and identification are the 
two major functions of a Wireless Sensor Network (Terada, 
2009), which is expected to be a key technology for various 
IoT applications, such as home automation and energy sav-
ing (ZigBee Alliance, 2007a and 2007b).

The IoT applications cover buildings and facilities of smart 
environments, and smart industrial plants (Gluhak et al., 
2011; Libelium, 2013). Similarly, IoT solutions can be applied 
within of a smart construction site, or “smart shipyard”. Not-
withstanding, a scheme to represent the constructs, IoT ap-
plications and IoT Sensors technologies, related to a typical 
Construction Site and the interactions with themselves, is 
proposed (see Figure 5). 

The use of IoT sensors in industrial environments is what 
characterizes a green industry as well as a smart industry 
(Wang, 2014). Bringing together the concepts of “green” 
and “smart” facilities, and focusing on the implementation 
phase of an enterprise, more specifically in the construction 
sites, the “digital construction site” can be conceptualized.

Figure 4. Processes for shipbuilding and block manufacturing 
Source: Parka et al. (2014)
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Figure 5. “Digital Construction Site” Framework
Source: The authors’ own.

In this way, a DCS is the facility where the activities of 
the implantation of an enterprise takes place, in which IoT 
sensors are used in specific applications, aiming at the en-
vironmental sustainability, guarantee of operations safety, 
well-being of employees, besides safeguarding the produc-
tivity, quality and profitability of production systems and 
processes.

6. ANALYSIS AND DISCUSSION OF RESULTS

In this section the analysis and the discussion of the re-
sults that served to answer the research question “how to 
improve the results of the typical processes in the imple-
mentation phase of the Complex Engineering Projects with 
open source technologies” are carried out. 

Based on IoTS technologies and some of their possible 
applications in the shipbuilding industry, the following ex-
amples can be pointed out for each application:

• Personal: Sensors with the support of cloud com-
puting and data mining can be used to monitor and 
quantify quickly and accurately the entry and loca-
tion of employees in construction sites.

• Health: it is possible to verify the reduction of hours 
lost in the absence to the work and the decrease in 
the number of trips to the doctor due to health prob-
lems through controls of the vital signs of the work-
er, such as temperature and blood pressure control 
through the use of skin pads and RFID system.

• Enviromental: The quantitative and qualitative con-
trols of the emission of gases, the consumption of 
electric energy and compressed air can be carried 
out by IoTS, which allows greater economy, in ad-

dition to comply with legal environmental require-
ments.

• Automation: The quality of some of the welding 
processes can be significantly improved with their 
respective automation and robotization. Such im-
provements are based on the use of IoTS for the 
positioning of parts and activation and shutdown of 
welding equipment.

• Building: The use of tagging technology in tracking 
and locating equipment, such as cranes, trucks, and 
other vehicles or mobile equipment for assembling 
subsystems can improve resource utilization and re-
duce task execution times at the construction site.

• Transportation: The shipment, transportation, stor-
age, distribution and application processes of parts 
and systems are better fulfilled and monitored with 
the support of IoTS technologies. The loss rates of 
parts and rework are significantly reduced, in addi-
tion to improving the space management of the site 
with the use of IoTS.

The above does not contemplate all possible IoTS appli-
cations in construction sites; however, it aims to justify and 
answer the research question.

7. CONCLUSIONS 

The concept and the realization of the “Internet of 
Things” make the world ubiquitous since the IoT embrac-
es every physical object into the network. The combination 
of the Internet, the cloud services, embedded sensors, and 
data mining techs will enable the transformation of all ob-
jects into smart objects for attending industrial demands 
with high complexity.

The digital construction site (DCS) is based on the sus-
tainability of production to cope with the global challenges. 
Although the implementation of DCS has been facing chal-
lenges, the existing technologies must be used and tech-
nical innovations most be promoted simultaneously. With 
the existing technologies, some application demonstrations 
have already been built. Therefore, the Industrie 4.0 and the 
digital construction site are able to be implemented in a pro-
gressive way, along with the developing technologies.

This paper summarized the perspective of the IoT from 
three correlative technical aspects: architectures, tech-
nologies and applications. It presented a correlation with 
technologies, applications and the DCS. It is hoped that this 
survey has been useful to researchers and practitioners in 
complex projects, helping them to understand the IoT and 
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motivate more efforts to develop solutions for issues in or-
der to promote the progress of the IoT.

This study was limited by using a qualitative method for 
selecting the constructs. Based on current research, future 
studies on specific applications on construction and assem-
bly industry and the presention of a visionary scenario for 
the Digital Construction Site are proposed. The quantitative 
methods shall be applied in the future study.
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